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Modelling user aesthetic preferences is essential in contemporary multimodal 
interaction systems, as it enhances content relevance, user engagement, and 
decision-making efficacy. This study introduces a deep learning-based 
framework that integrates visual feature extraction with user interaction data 
to estimate the aesthetic quality of multimedia content, using images and 
videos as illustrative cases. The framework utilises statistical image analysis as 
input to deep convolutional architectures, specifically Residual Neural 
Networks (ResNets), to compute key aesthetic attributes such as colour 
harmony, lightness, and visual complexity. Additionally, user engagement 
indicators, including likes and collections, are incorporated alongside these 
visual features to infer patterns of aesthetic preference. Given the inherent 
subjectivity and variability in user data, the framework applies annotation 
normalisation and layer-freezing strategies to enhance model generalisation 
and training efficiency. The proposed system demonstrates robust capabilities 
in aesthetic scoring and preference modelling, facilitating informed content 
presentation and decision support across various digital environments. This 
work contributes to the advancement of intelligent, user-aware systems within 
the domains of multimedia interaction and human-computer interface design. 

 
1. Introduction 

The utilisation of interactive systems has progressed rapidly during the era of digital 
transformation, responding to the evolving requirements of users [1]. These systems can generally be 
categorised into two main types, particularly multimodal interaction platforms that incorporate 
diverse input and output modalities such as voice, touch, gesture, and visual interfaces. This 
categorisation is due to their adaptability and user-centred orientation [2]. These platforms are 
designed to emulate natural human communication patterns while also enhancing system usability 
[3]. As the user base becomes increasingly diverse, expectations for how such systems should 
function, appear, and respond continue to grow. Among the influencing factors, aesthetic preference 
stands out as both a critical and underexplored aspect. This qualitative dimension significantly 
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impacts user engagement, decision-making, and overall satisfaction with interactive systems [4]. 
Integrating these factors into system models has the potential to elevate the quality of user 
interaction and the effectiveness of decision-making processes facilitated by these systems.  

Historically, aesthetics in human-computer interaction (HCI) have been confined to visual design 
considerations such as colour palettes, layout configurations, and typography. Although these 
elements remain relevant, the concept of user experience has since expanded to include dynamic 
interface behaviour, personalisation features, cultural contexts, and users' emotional responses to 
system feedback [5]. When users engage with complex systems—particularly those designed to 
support decision-making—their aesthetic judgements subtly influence trust in the system, perceived 
intuitiveness, and frequency of use [6]. These influences are particularly pronounced in decision 
support contexts, where cognitive load and emotional states are crucial. Thus, integrating models 
that recognise and respond to aesthetic preferences can result in systems that are not only more 
effective but also more user-friendly [7].  

Moreover, contemporary systems often approach aesthetic preference modelling in a multimodal 
manner, presenting both opportunities and complexities [8]. Multimodal interactions comprise 
layered exchanges—such as the synchronisation of auditory and visual cues or the coordination of 
haptic feedback with gesture inputs—which together create a rich, dynamic experience. In these 
contexts, aesthetics extend beyond visual design into multisensory domains [9]. For instance, a user 
may perceive a system as aesthetically superior when auditory feedback aligns seamlessly with visual 
animations, or when tactile responses to gestures feel natural and responsive [10]. The broad 
spectrum of device interactions within a multimodal environment, combined with the inherently 
ecological nature of user experiences, indicates that design approaches must transcend traditional 
graphical user interface paradigms. Instead, effective design must incorporate behavioural data, 
context awareness, machine learning methodologies, and human-centred evaluations to tailor 
experiences across different modalities [11].  

With the growing adoption of decision support systems (DSS) across sectors such as healthcare, 
finance, urban planning, and education, the personalisation of user interactions has become 
increasingly vital [12]. These systems typically operate in environments characterised by high 
complexity and dense data, where users must make swift yet informed decisions with a high degree 
of confidence [13]. Aesthetic modelling holds promise in enhancing decision quality by mitigating 
cognitive friction, aligning system behaviour with user expectations, and fostering trust in the system 
[14]. For example, a DSS interface supporting a resident doctor can present relevant information in a 
manner that is visually coherent, emotionally reassuring, and cognitively manageable, thereby 
improving the interaction experience [15]. Embedding aesthetic preference modelling within such 
systems brings us closer to developing more empathetic, capable, and efficient tools for decision-
making support [16].  

This research outlines a framework for modelling user aesthetic preferences in the context of 
multimodal interaction systems, particularly within decision support applications. The core 
components discussed include the generation of aesthetic feedback via various sensing modalities, 
strategies for preference analysis, and the selection of suitable algorithms. The study bridges the 
operational mechanisms of interactive systems with user interface experience, leveraging insights 
from human-computer interaction, cognitive psychology, artificial intelligence, and design theory. 
Ultimately, the research aspires to enhance human decision-making capabilities by uncovering how 
aesthetic considerations shape user engagement with technological systems.  

 
2. Related Works 

Understanding and modelling users' aesthetic preferences in interaction systems that utilise 
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multiple input modalities is essential for enhancing user experience, particularly in decision support 
applications. As human-computer interaction becomes increasingly complex and personalised, both 
academic and industrial research have begun to emphasise the importance of interpreting and 
adapting to users’ subjective preferences across visual, auditory, and tactile modalities [17]. 
Advancements in machine learning, affective computing, and multimodal data processing have made 
it possible to implement more sophisticated methods for capturing such preferences, thereby 
enabling systems to dynamically adjust the content, appearance, and flow of interaction interfaces 
[18]. Techniques such as convolutional neural networks, reinforcement learning, and feedback loops 
derived from user studies have proven effective in facilitating real-time adaptation and improving 
decision-making accuracy.  

This literature review examines significant contributions in this domain, focusing on how 
computational models, adaptive frameworks, and sensory integration techniques have been applied 
to the modelling of aesthetic preferences. It also highlights existing technical limitations and identifies 
research gaps that present opportunities for further investigation. Maroto-Gómez et al. [19] proposed 
an adaptive decision-making system that forecasts user preferences to improve human-robot 
interactive communication. Their approach involves the application of machine learning algorithms 
to analyse user behaviour and subsequently adapt the robot's responses dynamically throughout the 
interaction. The system possesses the capability to progressively align with users’ interaction 
patterns, thereby increasing engagement and minimising frustration. A key strength of this system is 
its capacity for real-time personalisation, rendering it highly applicable in the field of assistive 
robotics. Nonetheless, a notable limitation lies in the computational burden associated with collecting 
reliable user data over extended periods, which can complicate system scalability in broader 
applications. The validation of the research gap is presented in Table 1.  

Table 1 
Research Gap Validation 

Author(s) Techniques Involved Advantages Disadvantages 

Peng and Wang [20] Adaptive Decision-Making, 
Preference Prediction 

Personalized, Real-Time 
Interaction 

High Computational Load, Data 
Dependency 

Dauber-Decker et al. [15] UIED Segmentation, GUI 
Evaluation 

Fast, Objective UI 
Assessment 

Ignores Subjective/Emotional 
Factors 

Nie et al. [21] Fuzzy Logic in Multimodal 
Systems 

Handles Uncertainty, 
Dynamic Adaptability 

Rule-Based Limits Scalability 

Zhang et al. [22] Decision Support Via Multi-
Criteria in MATLAB 

Structured, User-Friendly, 
Efficient 

Expert Bias, Less Flexible 

Yuan et al. [23] AHP-Based Multimodal 
Evaluation 

Systematic, Quantitative 
Comparison 

Subjective Input, Setup 
Overhead 

 
Kyelem et al. [24] introduced an automated tool for evaluating the aesthetics of graphical user 

interfaces (GUIs) using the UIED segmentation algorithm. This system applies computer vision 
methodologies to segment interface components and assess their stylistic quality based on the 
structured visual layout. A notable advantage of this approach lies in its objectivity and automation, 
as it removes dependence on subjective human evaluation. Consequently, design assessments can 
be performed more rapidly and consistently compared to traditional, subjective methods, thus 
facilitating quicker prototyping through early feedback during the design phase. However, a key 
limitation of the method is its inability to interpret subtle user preferences or emotional responses to 
visual elements, which play a significant role in user experience (UX) design.  

Zhang et al. [22] explored multimodal interaction in dynamic contexts through the application of 
fuzzy logic theory to perception and decision-making processes. Their system integrates decision-
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making functions with fuzzy logic to allow adaptation in response to fluctuating environmental 
conditions and user states. Although the approach is grounded in mathematical certainty for discrete 
datasets, its principal strength is the ability to manage uncertainty and imprecise data—both of which 
are characteristic of real-world applications. In environments with complexity or ambiguity, this 
approach contributes to more robust interaction performance. Nevertheless, a core limitation is that 
users must manually define rules and membership functions, making the system reliant on domain-
specific configurations, which hinders scalability and general applicability.  

Özdiler Çopur et al. [25] created a DSS aimed at assisting with strategic purchasing decisions for 
dental implants, implemented via a MATLAB-based GUI. The system employs a multi-criteria decision-
making model that leverages expert input to assess implant alternatives across criteria such as cost, 
material type, and clinical success rates. Its strength lies in the transparency and structure of the 
decision-making process, which enhances procurement accuracy and operational efficiency. 
Additionally, the visual interface improves accessibility for users without technical backgrounds. 
However, the method’s reliance on expert-defined weights and evaluation criteria introduces 
potential bias and limits the system’s ability to adapt across varying clinical scenarios. Peng and Wang 
[20] presented a User-Device Interaction model for analysing multimodal interaction using the 
Analytic Hierarchy Process (AHP). This system facilitates a quantitative comparison of interaction 
modes—such as voice, touch, and gesture—by decomposing user preference evaluations into a 
structured hierarchical framework. A key benefit of this approach is its systematic nature, which 
supports consistent evaluations across metrics like responsiveness, accuracy, and user comfort. 
However, the process can be time-consuming to establish, and the outcomes rely heavily on 
subjective user judgments, which may vary significantly and lead to inconsistencies.  

From the literature reviewed, several limitations are evident, including dependence on manually 
defined rules, subjective input from users, and restricted scalability in dynamic interaction 
environments. To address these challenges, this study proposes the use of ResNet as a core model 
for capturing and analysing user aesthetic preferences in multimodal interaction systems. ResNet, a 
deep convolutional neural network architecture, addresses the problem of degradation in deeper 
networks through residual learning. This allows the model to extract meaningful features from 
complex, high-dimensional datasets. One of ResNet’s key advantages is its capacity to learn 
hierarchical features from a wide array of input modalities, including visual signals, interface 
behaviours, and user feedback. This represents a substantial improvement over traditional systems 
that rely on rule-based or manually tuned configurations. Furthermore, ResNet supports large-scale 
deployment and real-time adaptability, making it well-suited to dynamic decision support 
applications that require high accuracy and responsiveness. The proposed system thus aims to 
enhance personalisation, reduce bias, and improve user satisfaction in intelligent multimodal 
environments through the integration of ResNet technology.  

 
3. Proposed System Model 

Research in computational aesthetics estimates aesthetic judgements through methods linked to 
subjective statistical image characteristics and perceptual cues. Investigations have primarily focused 
on two key aspects of effective aesthetic validation in multimedia presentation: the selection of 
appropriate techniques (such as machine learning models) and the construction of suitable datasets 
(including the acquisition of multimedia content or aesthetic stimuli). By identifying calculable 
parameters of visual features, suitable methods for deriving aesthetic judgements, and optimal 
training strategies, researchers have established potential directions and practical applications for 
aesthetic modelling [26]. GUI features are often evaluated using machine learning, statistical 
correlation, and quantitative analysis. Given the significance of assessing websites based on 
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measurable characteristics, numerous related metrics have emerged. In recent developments, 
growing attention has been directed toward the application of machine learning techniques for the 
aesthetic evaluation of human facial imagery [27].  

With the proliferation of social media usage, individuals increasingly generate and engage with 
substantial volumes of user-generated content, reflecting their personal preferences and aesthetic 
sensibilities [28]. Among the various forms of multimedia, images represent a primary modality for 
user expression, thus serving as a valuable source of data on aesthetic preferences. In the present 
model, ResNet is employed as a preferred framework for computational aesthetics. GUI images are 
collected and resized to a uniform dimension—without cropping—to accommodate architectural 
requirements [29]. Initially, the input images undergo processing via the first layer of convolutional 
filters. The study leverages four distinct deep learning architectures to process the image inputs. The 
resulting output produces a probability distribution over a set of 'like' and 'dislike' labels, which can 
serve as indicators of the user’s aesthetic preferences. The proposed methodology follows a two-
stage pipeline: the first stage involves feature extraction through ResNet, and the second stage 
pertains to the development of the aesthetic computation model. To evaluate GUI-related content 
based on user interactions such as 'likes' and image collections, the system identifies the most 
suitable structure and compares it with established aesthetic assessment methods to optimise 
aesthetic quality. The model is further refined for use in decision-making contexts. A visual 
representation of the complete system architecture is provided in Figure 1.  

 
Figure 1: Block Diagram of the Proposed Model 

3.1 GUI Image Data Collection 
Given the extensive volume of GUI designs already produced by digital image creators, the 

compiled database of images and videos is sufficiently comprehensive to enable effective aesthetic 
evaluation of design potential. Visual materials were sourced from publicly available datasets 
consisting of design images and videos. A real-world index was constructed utilising user-generated 
ground truth labels such as collections and likes, which serve as proxies to estimate the aesthetic 
value of batches of GUI images and videos. This approach is founded on the premise that visual appeal 
is likely the principal factor influencing the frequency of collections and likes. Furthermore, this index 
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can be employed to predict aesthetic trends based on the number of collections and likes received. 
In total, 38,423 samples were gathered. For consistency, all input videos and images were 
standardised to a fixed size without cropping and were collected at a resolution of 72 dpi. The 
distribution of samples from the database, plotted with likes and collection counts, uses images and 
videos as the independent variable (abscissa) and the corresponding number of likes as the 
dependent variable (ordinate). Several representative samples are depicted to illustrate this 
relationship. To address the challenge posed by data dispersion, annotation normalisation was 
performed. This normalisation process was applied specifically to selected annotations to improve 
data consistency and reliability.  

3.2 Feature Extraction  
The proposed approach for general aesthetic phase computation integrates evaluation criteria 

such as colour harmony, brightness, and complexity. The underlying interior design principles include 
lightness, which quantifies image brightness; colour harmony, reflecting the effective utilisation of 
multiple colours within an image; and complexity, which represents the visual intensity of design 
elements within the spatial composition. This study employs image processing techniques to facilitate 
automatic feature extraction. Colour harmony assessment is conducted through the analysis of colour 
histograms. Brightness measurement is derived by quantifying the proportions of dark and light 
regions within the image. Complexity analysis involves enumerating objects present in the image, 
supported by precise edge detection algorithms for parameter identification. The overall aesthetic 
score is calculated as a weighted average of these extracted features. The ResNet model operates in 
conjunction with colour preference data to generate the aesthetic score, which is subsequently used 
to determine the aesthetic preference [30]. The method operates according to the following 
description.  

3.2.1 Colour Harmony  
The degree of colour harmony is assessed by analysing three colour attributes: intensity, 

saturation, and hue structure. The image conversion process marked the initial phase in developing 
the proposed framework. Each image within the database retained colour harmony levels scaled 
between 0 and 100. An overall sense of harmony in colour composition arises when images are 
combined, as this process activates relevant statistical colour combinations that are subsequently 
compared against established colour harmony criteria. The procedures for similarity measurement 
and similarity evaluation are conducted sequentially.  

3.2.2 Lightness 
 The assessment of image brightness involves applying a generalised formula to quantify lightness 

metrics. The algorithm assigns a value ranging from 0 to 10, where 0 represents low brightness and 
10 corresponds to high brightness. Utilising the Python Imaging Library, the programme analyses each 
opened image to determine its brightness level.  

3.2.3 Complexity 
 Visual complexity is defined as the measure of all elements present within an interior space. The 

visual potential and resulting visual weight increase proportionally with the number of items 
contained in space. The quantity of interior elements directly determines the amount of visual 
information requiring processing. Elevated visual complexity can negatively impact design appeal and 
overall compositional balance. The complexity is quantified using an intelligent algorithm. This 
involves a multi-stage process of advanced edge detection technology, which actively extracts image 
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edges. The method identifies image boundaries as part of this procedure. Detection of prominent and 
distinct edges is performed by this technique, which serves a fundamental role in various image 
processing tasks.  

3.3 ResNet Network Design 
ResNet addresses the issue of gradient vanishing by enhancing gradient flow through the 

introduction of shortcut connections that provide an alternative pathway. Unlike conventional 
feedforward networks, these shortcut connections model the residual function, facilitating more 
efficient optimisation compared to direct mapping. A deeper network is expected not to exhibit 
higher error rates than its shallower counterpart, as additional layers can be utilised to refine the 
mapping. Residual mapping involves multiple stacked layers that extend beyond basic layers, enabling 
the network to approximate complex underlying functions rather than only specific mappings [21]. 
The nonlinear layers construct various transformations that collectively approximate the target 
function denoted as H(X).  

𝐹(𝑋) = 𝐻(𝑋) − 𝑋 (1) 
𝐻(𝑋) = 𝐹(𝑋) + 𝑋 (2) 

In this context, H(X) denotes the original mapping, while F(X) represents the residual function, 
with the architecture designed to train the residual F(X). The shortcut connections bypass 
intermediate layers, allowing the residual function to be learned more effectively. The residual 
function is computed through simple vector addition, which facilitates backpropagation during 
residual training. Importantly, the addition of these residual mappings does not introduce any new 
parameters into the system. Although ResNet architecture may vary in the number of layers, their 
operation remains consistent with this fundamental principle.  

3.3.1 Layer Freezing 
Convolutional Neural Network (CNN) models are utilised through two principal approaches to 

leverage their learned capabilities. The first approach preserves the pre-trained CNN architecture 
intact, employing its feature extraction capacity to assist in training and validation. The second 
approach involves optimising CNN by modifying existing design components and parameters to 
enhance performance. The introduction of new learnable parameters allows the architecture to 
retain specific historical data relevant to the task. While the initial approach reduces the 
computational expense associated with training the entire deep network, it often entails greater 
complexity compared to the latter strategy. Deep architectures tend to overfit when trained on small 
datasets, resulting in unsatisfactory performance on test data; consequently, the number of feature 
detectors activated per epoch should be reduced to mitigate overfitting effects [31]. Moreover, 
deeper layers demand the most computational resources, even when hyperparameters are 
minimised. Standard hyperparameters are employed across CNNs to reduce unnecessary 
computational burden, often by preserving trained feature extractor models from prior training 
phases. Learning is primarily concentrated in the convolutional layers near the output, which are 
more adaptable in extracting relevant features, whereas the higher-level convolutional base layers 
remain fixed and untrainable. Given the necessity for CNNs to operate effectively under diverse 
conditions, research efforts focus on identifying general features that contribute to robust 
classification [32].  

The technique of layer freezing is applied to control weight updates by preventing modifications 
to certain weights [33]. This approach accelerates learning while maintaining accuracy, thereby 
reducing complex co-adaptations and lowering computational demands. Two fine-tuning methods 
have been proposed for processing limited data. Once the pre-trained model completes its training, 
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the decision regarding which layers to freeze depends on the similarity between the pretrained 
dataset and the new data. Typically, weight freezing is applied to the initial layers, with subsequent 
layers remaining trainable. Larger datasets enable a greater number of layers to be fine-tuned within 
the model architecture. The previously trained network functions as a static feature extractor, 
producing deep feature representations that support the training of a new classifier to enhance 
performance and generalisation [23].  

In the field of aesthetic computation, deep learning models are commonly used to predict 
aesthetic scores, distinguishing between high and low aesthetic quality. Various statistical techniques 
have been utilised to identify key aesthetic factors and assess their relative importance. User 
annotations within GUI interfaces serve as spontaneous data points reflecting aesthetic preferences, 
though they may include inconsistencies inherent to manual evaluation. Aesthetic computation relies 
on an essential image dataset composed of GUI images exhibiting common aesthetic and functional 
patterns related to content organisation and element grouping. The experimental procedure 
comprised three main phases: CNN-based image feature extraction with standardisation, label 
standardisation and visual data representation, followed by aesthetic regression modelling and 
evaluation. Labels indicating user aesthetic preferences were employed to estimate both collection 
counts and likes prior to application. Label standardisation included logarithmic transformation as 
one approach. Samples exhibiting high dispersion were identified and excluded based on the data 
distribution map. All points with missing data or zero values showing excessive dispersion were 
removed from the dataset. The remaining data were processed through a labelling normalisation 
method [34].  

3.4 MCDM with AHP Procedure 
In this study, multi-criteria decision-making (MCDM) is integrated through the AHP to evaluate 

and prioritise aesthetic preferences within user-centred decision systems. AHP is utilised to 
decompose the decision problem into a hierarchical structure comprising criteria, sub-criteria, and 
alternatives, thereby enabling systematic comparison of the aesthetic attributes derived from GUI 
images and videos. The process initiates by identifying criteria pertinent to aesthetic preferences, 
including colour harmony, lightness, and complexity, followed by pairwise comparisons of these 
criteria according to their relative importance. Employing the Saaty scale, decision-makers—or the 
system autonomously—assign values that reflect the significance of each criterion. These pairwise 
comparisons are then processed to calculate normalised weights that quantify the contribution of 
each aesthetic feature within the decision-making framework. Subsequently, these weights are 
applied to the aesthetic scores obtained from the ResNet-based feature extraction phase to generate 
an overall ranking of GUI designs. This ranking facilitates optimisation of aesthetic preferences in real-
time decision support systems by guiding the selection of the most visually appealing and user-
friendly interfaces. By integrating AHP with the aesthetic evaluation model, the proposed framework 
offers a robust, multi-dimensional approach to user-centred decision-making, providing a sound basis 
for enhancing system usability and user satisfaction in complex interactive environments [35].  
 
4. Performance Evaluation 

A comparative analysis involving the AHP, Fuzzy Logic, and UI element detection techniques was 
conducted to validate the effectiveness of the proposed aesthetic preference modelling system. 
Aesthetic factors such as colour harmony, lightness, and complexity were identified using the AHP 
method to determine their relative importance. The robustness of expert-based evaluations was 
substantiated through the AHP process; pairwise comparison matrices and the associated consistency 
ratio (CR < 0.1) indicated that colour harmony was the most influential criterion, followed by lightness 
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and then complexity. This ranking corresponded closely with the feature importance identified by the 
ResNet-based model, reflecting alignment with structured human judgement.  

Additionally, a Fuzzy Logic-based evaluation was performed to accommodate subjectivity 
inherent in aesthetic judgement. Using essentially the same input criteria, the fuzzified inputs—
modelled with triangular membership functions and rule-based inference—produced scores within a 
mean deviation of 5% compared to those generated by the proposed deep learning model. This 
outcome demonstrates the model’s capability to reason under uncertainty and emulate a subjective 
human-like interpretation. The model was further assessed through the detection of UI elements—
such as buttons, icons, text blocks, and image containers—using edge detection and local spatial 
analysis methods. Subsequently, alignment, balance, and spatial coherence of these elements were 
employed to calculate aesthetic scores. The results confirmed that, in evaluating the visual structure 
and layout of GUI designs, the system attained over 92% agreement with expert assessments. 
Collectively, these validations illustrate the strong modelling capacity of the proposed framework in 
expressing aesthetic preferences, with performance metrics closely approximating those of 
conventional decision-making and soft computing methods. These findings endorse the model’s 
suitability for implementation in decision support systems where evaluation within a user-centred 
design context is essential. Figure 2 illustrates the feature map validation of the proposed model.  

 
Fig.2.Feature Map Validation 

Figure 3 presents the inference latency comparison among Traditional CNN, Fuzzy Logic System, 
AHP-Based DSS, and the proposed ResNet model. Latency values are expressed in milliseconds (ms), 
representing the time required by each model to process input data and generate an output. 
Traditional CNN, despite its capability for robust feature extraction, exhibits an inference latency of 
170 ms, indicating computational inefficiency. In contrast, the Fuzzy Logic System achieves a lower 
latency of 130 ms, likely due to its rule-based decision-making process which enhances processing 
speed. The AHP-based DSS demonstrates the best performance with an inference latency of 110 ms, 
attributed to its effective prioritisation of criteria that streamlines computation. The proposed ResNet 
model records an inference latency of 140 ms, representing an improvement over the Traditional 
CNN, yet marginally higher than that of the Fuzzy Logic System and the AHP-based DSS. These results 
suggest that the ResNet-based model strikes a favourable balance between accuracy and efficiency, 
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although the AHP-based DSS outperforms it in terms of inference speed. ResNet’s superior 
capabilities in feature extraction and decision-making render it a promising architecture, albeit one 
that requires further optimisation to reduce latency. 

 Future work could focus on refining ResNet’s computational architecture to lower inference 
times without compromising its strength in feature extraction and decision-making. These findings 
bear significant implications for both managerial and engineering decisions. The proposed method 
demonstrates potential for scalable, user-friendly systems capable of effectively addressing decision-
making requirements. Consequently, it should be prioritised by managers aiming to enhance user 
experience quality, while engineers should leverage its stable interaction patterns and moderate 
latency to optimise system implementation and resource allocation.  

 
Fig.3. Latency Comparison 

Figure 4 illustrates the model’s training and validation loss over 10 epochs. The training loss, 
represented by the blue line with circular markers, begins at approximately 0.9 and gradually 
decreases as the number of epochs increases. The validation loss, depicted by the orange line with 
square markers, follows a similar trajectory. Initially, both losses decline steeply, indicating effective 
learning. By the fourth epoch, the training loss falls to around 0.4, while the validation loss is 
approximately 0.5. As training progresses, the losses continue to decrease, albeit at a slower rate. At 
epoch 10, the training loss reaches approximately 0.2, with the validation loss remaining close at 0.3. 
This indicates that the model learns effectively with minimal overfitting, as evidenced by the relatively 
small gap between training and validation losses. However, the slight disparity suggests some 
limitations in generalisation, which may be addressed through regularisation techniques or additional 
data augmentation to further enhance performance. These findings hold significant implications for 
both managerial and engineering decisions. The proposed method demonstrates strong potential for 
scalable, user-friendly systems that effectively support decision-making processes. Accordingly, it 
should be prioritised by managers seeking to improve user experience quality, while engineers can 
capitalise on its low loss values and stable interaction patterns to optimise system implementation 
and resource allocation.  
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Fig.4. Loss Curve of ResNet 

Figure 5 presents a comparison of the Mean Opinion Score (MOS) across various methodologies, 
including UIED, Fuzzy Logic, AHP, and the Proposed Model. The MOS is a survey-based metric used to 
gauge user satisfaction and aesthetic preference within multimodal interaction systems. The UIED 
method yields a MOS of 3.90, reflecting relatively lower user preference. The Fuzzy Logic approach 
improves upon this with a MOS of 4.10, while the AHP method further enhances user experience by 
achieving a MOS of 4.20. The Proposed Model attains the highest MOS of 4.70, indicating superior 
performance in capturing user aesthetic preferences and supporting decision-making. This trend is 
largely attributed to the Proposed Model’s significant outperformance of conventional methods, as 
it effectively balances visual aesthetics and usability through optimisation. The results suggest that 
the integration of advanced methodologies within multimodal interaction systems can enhance user 
experience, rendering the system more intuitive and robust. The Proposed Model’s leading MOS 
demonstrates its excellent capability to predict aesthetic preferences accurately, confirming its 
practical applicability in multimodal interaction contexts. Furthermore, the model’s suitability for 
scalable deployment underscores its potential to advance user experience and facilitate meaningful 
design decisions based on data-driven insights.  

 
Fig.5. Mean Opinion Score 
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Figure 6 illustrates a comparative evaluation of precision, recall, and F1 score across four different 
methods: UIED, Fuzzy Logic, AHP, and the Proposed Model. The light blue bars denote precision, 
which measures the proportion of selected elements that are relevant. The Proposed Model attains 
the highest precision, exceeding 0.85, indicating the lowest likelihood of false positives. In contrast, 
the UIED method exhibits the lowest precision, highlighting its vulnerability to incorrect selections. 
Recall, depicted in orange, reflects the proportion of actual relevant elements correctly identified. 
Here again, the Proposed Model surpasses both AHP and Fuzzy Logic methods, achieving a recall close 
to 0.85, whereas UIED demonstrates substantially lower recall, failing to capture many relevant user 
preferences. The F1 score, shown by the green bars, represents a balanced measure of precision and 
recall.  

The Proposed Model achieves the highest F1 score, confirming it provides the optimal balance 
between these two metrics, outperforming the second-best technique and substantially exceeding 
the lowest performing UIED method. Collectively, these results affirm that the Proposed Model is 
well-suited to replicate user aesthetic preferences within multimodal interaction systems. The 
significant improvements across all metrics underscore its ability to deliver precise and reliable 
aesthetic recommendations, markedly outperforming traditional methods such as UIED, Fuzzy Logic, 
and AHP. The model’s top F1 score further demonstrates its exceptional capability in predicting 
aesthetic preferences by integrating precision and recall measures. This research validates the 
model’s recommendation performance and highlights its practical applicability in multimodal 
interaction contexts. Moreover, the model’s scalability supports the advancement of user experience 
and enables data-driven, meaningful design decisions.  

 
Fig.6. Validation of Measures 

As illustrated in the histogram of Figure 7, the distribution of user rating preferences ranges from 
3.5 to slightly above 5.0. The y-axis represents the frequency of rating occurrences, while the x-axis 
denotes the rating values. There is a clear concentration of ratings between 4.0 and 4.75, indicating 
that a substantial proportion of users assigned high ratings. Although some variation exists across the 
rating bins, the overall pattern reveals that the majority of users expressed positive preferences, with 
comparatively fewer ratings falling below 3.75 or exceeding 5.0. This distribution suggests that users 
are generally satisfied with the system, product, or experience, exhibiting a tendency towards higher 
ratings that reflect favourable user responses.  
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Fig.7. User Preferences 

Figure 8 depicts the representation of heatmap width, which further supports the high level of 
user satisfaction indicated by these metrics. Such insights enable engineers and managers to make 
informed strategic decisions regarding system development, as satisfied users correlate with reduced 
risk and greater potential for adoption. The interface shown in Figure 8 visualizes the heatmap 
distribution width, facilitating the identification of frequently interacted areas alongside regions of 
minimal user engagement. This data proves valuable in guiding interface development, resource 
allocation, and iterative design cycles, thereby allowing for the concurrent alignment of business 
objectives and user requirements.  

 
Fig.8. Screen Width 
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Figure 9 presents the performance evaluation metrics of the predictive model, highlighting four 
principal statistical indicators: Mean Squared Error (MSE), Root Mean Squared Error (RMSE), Mean 
Absolute Error (MAE), and the Coefficient of Determination (R²). The model’s MSE value of 0.028 
demonstrates minimal deviation from the actual values, indicating strong predictive accuracy. 
Correspondingly, the RMSE, being the square root of the MSE, registers at 0.167, further confirming 
the model’s precision in approximating observed data. The MAE value of 0.160 reflects the average 
magnitude of errors between the predicted and actual values, signifying a low overall prediction 
error.  

Notably, the R² value of 0.957 indicates that the model accounts for 95.7% of the variance within 
the dataset, evidencing a strong correlation between the predicted and actual outcomes. The 
combination of a high R² score and low error metrics suggests that the model effectively captures the 
underlying patterns within the data. These findings hold significant implications for both managerial 
and engineering decisions. The proposed method exhibits robust capabilities, rendering it suitable for 
scalable, user-centric systems that efficiently support decision-making processes. Consequently, it is 
recommended that managers prioritise this method for enhancing user experience quality, while 
engineers should leverage its low error rates and consistent interaction patterns to optimise system 
implementation and resource allocation.  

 

 
Figure 9: Validation of Score 

Figure 10 compares the rating distributions across four distinct methods: UIED, Fuzzy Logic, AHP, 
and the Proposed approach, using a rating scale ranging from 1 to 5. Each box in the box plot 
represents the interquartile range (IQR), with the central line indicating the median rating. Individual 
points beyond this range are identified as outliers, while the whiskers extend to the minimum and 
maximum values within 1.5 times the IQR. The UIED method displays the lowest median rating in 
comparison to the other methods and shows a wider distribution, indicating greater variability in user 
feedback. Conversely, the Fuzzy Logic and AHP methods produce slightly more compact distributions 
with moderately higher median ratings, suggesting more consistent user responses.  Among all 
approaches, the Proposed method achieves the highest median rating coupled with the narrowest 
spread, reflecting improved consistency and superior overall performance. Furthermore, this method 
exhibits fewer outliers than the others, implying enhanced stability and reliability in user evaluations.  
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Fig.10. User Rating 

The comparative analysis of rating distributions reveals valuable insights regarding user 
acceptance and system performance, guiding potential future research directions. The superior 
median rating of the Proposed method, as evidenced in the box plot, indicates a significant 
advancement over existing techniques. The smaller interquartile range further emphasises the 
consistency of user ratings. In contrast, the UIED method’s low median rating and broad variability 
suggest more unfavourable user feedback. The Fuzzy Logic and AHP methods demonstrate moderate 
median ratings with relatively balanced distributions. It is noteworthy that all methods except the 
Proposed approach have notable outliers, indicating occasional extreme ratings likely reflecting the 
experiences of a minority of users. The limited number of outliers for the Proposed method 
corroborates its robustness.  

Additional support for these observations is provided by the bar graph analysis of error metrics, 
including MSE, RMSE, MAE, and the R². The Proposed method’s low MSE (0.028), RMSE (0.167), and 
MAE (0.160) values confirm minimal prediction errors and high model accuracy. The corresponding 
high R² score of 0.957 further demonstrates a strong correlation between predicted and actual values. 
Complementing these findings, the user interface interaction heatmap offers insights into patterns of 
high and low user engagement. Areas of low interaction may highlight zones requiring targeted 
improvements. Overall, the Proposed method surpasses the alternative approaches in all assessed 
aspects, including accuracy, user satisfaction, and interaction stability. These results suggest that 
implementing the Proposed method can enhance system reliability and user-friendliness. The 
findings hold substantial implications for both managerial and engineering decisions. The Proposed 
method’s demonstrated capabilities make it well-suited for scalable, user-centric systems that 
effectively support decision-making processes. Accordingly, it should be prioritised for user 
experience enhancement by managers, while engineers are encouraged to utilise its low error metrics 
and consistent interaction patterns to optimise system implementation and resource allocation.  
 
5. Case Study 

In this case study, the aesthetic preference modelling system was implemented to enhance the 
UI/UX design of an e-commerce platform encountering difficulties with user engagement and 
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retention. The management team utilised the system to prioritise critical aesthetic attributes, 
including colour harmony, lightness, and complexity, by applying the AHP to evaluate the relative 
significance of each element. Subsequently, a fuzzy logic system was employed to accommodate the 
inherent subjectivity of user preferences, ensuring that design decisions are aligned with both expert 
evaluations and user feedback. This methodology enabled the team to concentrate limited resources 
on refining the most influential design features, with colour harmony identified as the paramount 
factor affecting user engagement. The deployment of this model yielded considerable improvements 
in resource allocation and the overall user interface design. By optimising aesthetic elements based 
on data-driven insights, the platform achieved a 20% increase in user engagement alongside a 15% 
reduction in bounce rates. The ResNet-based deep learning model further substantiated the design 
decisions by generating precise aesthetic scores, which demonstrated over 92% concordance with 
expert assessments. Consequently, user satisfaction, as measured by the MOS, improved markedly 
from 4.1 to 4.7. This case study exemplifies the practical applicability of the proposed decision 
support system in addressing real-world managerial challenges, ensuring that resource distribution is 
optimised to enhance both user experience and business outcomes.  
 
6. Conclusion 

The research presents a comprehensive aesthetic modelling system designed to analyse user 
preferences within systems featuring multiple interaction modalities. The proposed approach utilises 
ResNet’s image processing capabilities to extract pertinent visual features from multimodal content, 
including images and videos, for the evaluation of attributes such as colour harmony, lightness, and 
complexity. User interaction data points—such as likes and collections—enable the model to 
generate aesthetic ratings that accurately reflect genuine user preferences through a data-driven 
analytical process. To enhance the model’s adaptability and generalisability, data dispersion 
normalisation was implemented to mitigate data variability, while layer freezing was applied to 
optimise training efficiency. These design strategies support a scalable solution capable of facilitating 
intelligent decision-making in contexts characterised by high-quality content. The study illustrates 
how this model can contribute to the development of more effective applications in digital media 
environments, interface design, and decision support systems. Furthermore, the framework may be 
extended in future work to support real-time aesthetic evaluation and to integrate additional 
modalities, such as audio or textual data, thereby enabling a more holistic understanding of user 
preferences within multimodal contexts.  
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